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Abstract-Big data is the term for any assortment of data sets 
thus massive and complex that it becomes tough to process 
using traditional processing applications. The challenges 
include analysis, capture, curation, search, sharing, storage, 
transfer, image, and privacy violations. The trend to larger 
data sets is because of the extra info derived from analysis of 
one massive set of connected data, as compared to separate 
smaller sets with identical total quantity of data, allowing 
correlations to be found to "spot business trends, prevent 
diseases, combat crime so on." huge data is difficult to figure 
with exploitation most electronic database management 
systems and desktop statistics and visualization packages, 
requiring instead "massively parallel software running on 
tens, hundreds, or perhaps thousands of servers". Big data 
sometimes includes data sets with sizes on the far side the 
power of commonly used software tools to capture, curate, 
manage, and process data inside a tolerable time period. huge 
data "size" is a perpetually moving target, as of its starting 
from many dozen terabytes to several petabytes of data. huge 
data may be a set of techniques and technologies that need 
new varieties of integration to uncover massive hidden values 
from massive datasets that are various, complex, and of an 
enormous scale. Big data environment is employed to amass, 
organize and analyze the various varieties of data. There is an 
observation concerning Map Reduce framework that 
framework generates great deal of intermediate data. 
Therefore, in addition because the tasks finishes there is 
would like of throwing that rich data, because MapReduce is 
unable to utilize them. 

INTRODUCTION 
We produce a pair of 2.5 quintillion bytes of data — such a 
lot that 90 percent of the information within the world 
nowadays has been created within the last two years alone. 
This abundant quantity of data comes from everywhere: 
sensors accustomed gather climate data, posts to social 
media sites, digital photos and videos, purchase dealing 
records, and cellular phone GPS signals to name a few. 
This immense quantity of the information is understood as 
“Big data”[14]. massive information could be a 
meaninglessness, or catch-phrase, utilizes to describe an 
enormous volume of each structured and unstructured data 
that's thus immense that it's difficult to process exploitation 
traditional database and software techniques. In most 
enterprise situations the data is just too giant or it moves 
too quick or it exceeds current process capability. Big data 
has the potential to assist organizations to boost operations 
and create quicker, a lot of intelligent decisions[15]. Big 
Data, currently a days this term becomes common in IT 
industries. As there's an enormous quantity of data lies 

within the industry however there's nothing before massive 
information comes into picture [3]. massive data is really 
an evolving term that describes any voluminous quantity of 
structured, semistructured and unstructured data that has 
the potential to be mined for data. though massive data 
does not visit any specific amount, thus this term is 
commonly used once speaking concerning petabytes and 
exabytes of data[16]. Big data is an broad term for big 
assortment of the data sets thus this immense and 
complicated that it becomes troublesome to operate them 
using traditional processing applications. once handling 
larger datasets, organizations face difficulties in having the 
ability to make, manipulate, and manage massive data. 
massive data is especially a problem in business analytics 
as a result of normal tools and procedures don't seem to be 
designed to look and analyze large datasets. 

The challenges include analysis, capture, curation, search, 
sharing, storage, transfer, visualization, and privacy 
violations. The trend to larger data sets is due to the 
additional info derived from analysis of one large set of 
connected information, as compared to separate smaller 
sets with an equivalent total quantity of information, 
allowing correlations to be found to "spot business trends, 
prevent diseases, combat crime and so on"[10].Scientists 
often encounter limitations because of giant data sets in 
several areas, including meteorology, genomics, 
connectomics, complex physics simulations, and biological 
and environmental research. the constraints additionally 
have an effect on web search, finance and business 
information processing. data sets grow in size partly 
because they're more and more being gathered by 
ubiquitous information-sensing mobile devices, aerial 
sensory technologies (remote sensing), software package 
logs, cameras, microphones, radio-frequency identification 
(RFID) readers, and wireless sensing element networks. 
Big data outlined as way back as 2001, analyst Doug Lucy 
Craft Laney (currently with Gartner) articulated the 
currently mainstream definition of huge data because the 3 
Vs of big data: volume, velocity and variety [18]. massive 
data is characterized by welknown 3Vs: the acute volume 
of data, the big variety of kinds of data and therefore the 
rate at which the data should be must processed. though 
massive data doesn't refer to any specific amount, the term 
is commonly used when speaking regarding petabytes and 
exabytes of data, much of that cannot be integrated 
simply. [16] 
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PREVIOUS WORK IN THE FIELD OF MAP/REDUCE 
DumitrelLoghinet. al. 2015 presents a time–energy 
performance analysis of MapReduce on heterogeneous 
systems with GPUs. To execute MapReduce on 
heterogeneous systems with GPUs, we introduce a novel 
lazy processing technique which simplifies application 
development and requires no modifications to the 
underlying Hadoop framework. Based on this experiment, 
the wimpy (performance improvements in low-power) 
nodes achieve similar execution times compared to a single 
brawny node and also exhibit energy savings of up to two-
thirds.  
 

RazvanNituet. al. 2014 proposes An Improved GPU 
MapReduce Framework for Data Intensive Applications.  
This framework improves the MapReduce performance by 
adding GPU capabilities by implementing a hybrid CPU-
GPU framework for heterogeneous environments. All the 
functionalities regarding GPU programming are already 
implemented. The users just have to define the functions 
specific to the MapReduce paradigm, without having 
advanced knowledge about GPU programming. The GPU 
tasks are implemented using the OpenCL library. Since 
Hadoop is written in Java, we used the JOCL (OpenCL 
Java language binding) solution to integrate these two 
languages. 
 

Can Basaran et.al 2013 present a new MapReduce 
framework, called Grex (a new GPU-based MapReduce 
framework), designed to leverage general purpose graphics 
processing units (GPUs) for parallel data processing. The 
experimental results show that our system is up to 12.4× 
and 4.1× faster than two state-of-the-art GPU-based 
MapReduce frameworks for the tested applications. 
 

Miao Xinet. al. 2012 presents an approach of MapReduce 
improvement with GPU acceleration, which is 
implemented by Hadoop and OpenCL. As a heterogeneous 
multi-machine and multicore architecture, it aims at both 
data- and compute-intensive applications. Java language is 
the best practice in Hadoop programing, for achieving a 
better seamless-integration; we select an OpenCL Java 
language binding (JOCL) to integrate these two 
frameworks together. JOCL use Java Native Interface (JNI) 
to call the kernel program that drives the GPUs. An almost 
2 times performance improvement has been validated, 
without any farther optimization. 
 

Wenbin Fang et. al. 2011 proposes Accelerating 
MapReduce with Graphics Processors: MARS.  Mars is a 
MapReduce runtime system accelerated with graphics 
processing units (GPUs).It runs on NVIDIA GPUs, AMD 
GPUs as well as multicore CPUs.It is implemented 
MarsCUDA using NVIDIA CUDA. The experimental 
results show that, the GPU-CPU co-processing of Mars on 
an NVIDIA GTX280 GPU and an Intel quad-core CPU 
outperformed Phoenix, the state-of-the-art MapReduce on 
the multicore CPU with a speedup of up to 72 times and 24 
times on average, depending on the applications. 
Additionally, integrating Mars into Hadoop enabled GPU 
acceleration for a network of PCs. 

CONCLUSION 
In this paper a survey is done on the previous work done in 
the field of map/reduce. Since data is growing so fast these 
days and Hadoop is widely used everywhere. So in this 
paper several work done in the field of map/reduce 
acceleration has been discussed. 
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